FPGA Implementation of Novel Reconfigurable Pipelined Architectures for Low Complexity FIR Filters
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Abstract:

The Finite Impulse Response (FIR) filters require two main factors known as low complexity and reconfigurability. The FIR filters are widely applied in multistandard wireless communications. The two significant factors that are achieved by proposing two main architectures namely Constant Shift Method (CSM) and Programmable Shift Method (PSM). The major factor of filter complexity is number of adders requires in the multiplier unit. The Common Sub-expression Elimination (CSE) algorithm used to efficiently reduce the number of adders in the multiplier unit and the introduction of the Canonical Signed Digit method (CSD) to implement the low complexity higher order FIR filter is proposed in this paper. The design results shows that the proposed architectures offers a good area and power reductions compared to all other existing methods to implement FIR filters. Here compared to CSM, PSM based CSD representation for filter coefficient offers a good area and power reduction with the cost of little high delay. To reduce the delay in PSM we are going to introduce a new architecture named as pipelined PSM architecture. The pipelined PSM architecture is efficiently reduce the area and power with less delay.
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1. Introduction

The reconfigurable FIR filters are widely used in multiband mobile communication system. The filters using in mobile communication system must be operating in low frequency and realize to consumes less power and high speed [1]. The advance technologies in mobile communication systems are demanding the low power and low complexity techniques. The Software Defined Radio (SDR) and the FIR filter researches are focused on reconfigurable realizations [2]. The SDR technology used to replace the analog signal processing with digital signal processing in order to provide flexible reconfiguration. A SDR design must meet today's reconfigurability requirements and adapt to emerging standards, as well as accommodate cost, power and performance demands. Reconfigurability of the receiver to work with different wireless communication standards is another key requirement in an SDR. Generally the complexity of FIR filter depends upon the number of adders performs in the multiplier unit. Channelizer is known as the most important block of the SDR which operates in high sampling rate but the SDR must be realizing of low power consumption and high speed. Using a bank of FIR filters in the channel filters introduces the multiple numbers of narrowband channels from a wideband signal.
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By replacing the channel filters by poly phase is realizing to operate in low sampling rate but the poly phase filter is reducing the speed of the operation. The co-efficient multipliers are determining the complexity of FIR filter design. The complexity of FIR filter based on the co-efficient multipliers is efficiently reduced by Binary Common Subexpression Elimination (BCSE) method. The goal of CSE is to identify multiple occurrences of identical bit patterns that are present in the CSD representation of coefficients, and eliminate these redundant multiplications [3]. Generally the large number of multiplications requirement in FIR filter which increase the area and power.

The number of multiplication operations is reduced by replacing them into addition, subtraction and shifting methods. The BCSE method was modified to eliminate the logic dept common subexpression elimination (BCSE) method which provided improved adder reductions and thus low complexity FIR filters compared a method based on the pseudo floating point method was used to encode the filter coefficients and thus to reduce the complexity of the filter[3]. But the pseudo floating point method is having limited channel length and this method is only suitable for where the filter co-efficient are having fixed channel length. But in the reconfigurable filter the channel length of the co-efficient filter is based on the application. Either a fully programmable filter or dedicated architectures included in this design where the filter coefficients can be stored in registers. The major components of this architecture is a data path with a single MAC unit, data and program memories, and a control unit and the data path includes a 16-bit adder/subtractor, a multiplier, and a 32-bit accumulator.

The reconfigurability of the FIR filter is based on the Reconfigurable multiplier block(ReMB), which used to generate an all filter co-efficients and the multiplexer will select the suitable one depends on input. In the CSM architecture the filter co-efficients are consider as a constants and its stored in LUT (look up table). Here the filter co-efficients are portioned into fixed groups to eliminate the redundancy. In the PSM architecture the filter co-efficients are directly stored in LUT and which has a pre-analysis to reduce redundancy using the BCSE algorithm. The advantage of CSM architecture is it offers a high speed filters, but it requires a little more area and power compare to PSM. But the PSM offers a low power consumption and less area efficiently at the cost of slight increase in delay. To reduce this delay we proposed new architecture named as PIPELINED PROGRAMMABLE SHIFT METHOD architecture. The pipeline is divided into segments and each segment can execute its operation concurrently with the other segments. When a segment completes an operation, it passes the result to the next segment in the pipeline and fetches the next operation from the preceding segment. A pipeline is the continuous and somewhat overlapped movement of instruction to the processor or in the arithmetic steps taken by the processor to perform an instruction. The advantage of pipelining is more efficient use of processor and quicker time of execution of large number of instructions. Here the pipelining concept is used to reduce the delay in programmable shift method architecture without affecting the area and power performance. This paper is organized as follows. The CSE method is reviewed in section II. The conventional filter architecture reviewed in Section III. In Section IV, the proposed FIR filter architecture is introduced. Design results and comparison are shown in Section V. Section VI provides the conclusion.

2. Binary Common Subexpression Elimination (BCSE) method

A CSE algorithm using binary representation of coefficients for the implementation of higher order FIR filter with a fewer number of adders than CSD-based

\[
\begin{align*}
Y_0 &= 1 + 1 + 1 = X_0 \\
Y_1 &= 2 + 1 - 1 - 2 = X_1 \\
Y_2 &= 1 - 1 + 1 = X_2 \\
Y_3 &= 1 - 2 + 2 - 1 = X_3
\end{align*}
\]

\(Y_o = X_o + X_1 + X_2 + X_3,\)

\(Y_o = X_0L + X_1 - X_2 - X_1L,\)

\(Y_i = X_0 - X_1L + X_1L - X_1,\)

\(Y_o = D_o + X_1 + X_2,\)

\(Y_i = X_0L + X_1 - X_2 - X_2L,\)

\(Y_i = D_o - X_1 - X_2,\)

\(Y_i = X_0 - X_1L + X_1L - X_1,\)
For generation of all partial products by convolving the coefficients with the input signal (h * x[n]) or in a parallel way, where parallel PE architectures are employed.

The FIR filter architecture can be realized in a serial way in which the same PE is used for generation of all partial products by convolving the coefficients with the input signal (h * x[n]) or in a parallel way, where parallel PE architectures are employed. The first option is used when power consumption and area are of prime concern.

Fig.1. Transposed direct form of an FIR filter

\[ Y_0 = D_0 + D_2 \]
\[ Y_1 = D_0 + D_1 \]
\[ Y_2 = D_0 - D_1 \]
\[ Y_3 = D_2 L - D_3 \]

(2)

3. Filter Architectures

In this section, the proposed FIR filter architecture is presented. Fig.1 shows proposed FIR filter architecture based on the transposed direct form. The dotted portion in Fig. 3 represents the Multiplier Block (MB) [coefficient multiplier share the same input]. The MB reduces the complexity of the filter implementations, by exploiting MCM. The redundancy occurs in MCM, that redundant computations are eliminated using greedy CSE. In Fig. 1, PE-i represents the processing element corresponding to the ith coefficient. PE performs the coefficient multiplication operation with the help of a shift and add unit. The architecture of PE is different for proposed CSM and PSM. In the CSM, the filter coefficients are partitioned into fixed groups and hence the PE architecture involves constant shifters. But in the PSM, the PE consists of programmable shifters (PS). The FIR filter architecture can be realized in a serial way in which the same PE is used for generation of all partial products by convolving the coefficients with the input signal (x[n] *h) or in a parallel way, where parallel PE architectures are employed.

3.1. The Reconfigurable CSM Architecture for Low Complexity

The CSM architecture is quite straightforward. The basic design in this approach is to store the coefficients directly in the LUT. These coefficients are divided into groups of 3-bits and are used as the select signal for the multiplexers. In this architecture the number of multiplexer units required is \([n/3]\), where \(n\) is the word length of the filter coefficients. For example, if the filter coefficients are 9-bit, then the number of multiplexers required is 3. This approach can be explained with the help of a 9-bit coefficient \(h = \ldots 111111111\)”. This \(h\) is the worst-case 9-bit coefficient since all the bits are nonzero. Since \(n=9\), the number of multiplexers required is 3. The coefficient \(h\) is expressed as

\[ y = 2-1(x + 2-2x + 2-3x + 2-4x + 2-5x + 2-6x + 2-7x + 2-8x + 2-9x) \]

By partitioning equation (8), we obtain

\[ h = 2-1 (x + 2-1x + 2-2x + 2-3x + 2-4x + 2-5x + 2-6x + 2-7x + 2-8x) \]

\[ h = 2-1 (x + 2-1x + 2-2x + 2-3 (x + 2-1x + 2-2x) + 2-6(x + 2-1x + 2-2x)) \]

Now the terms \((x + 2-1x + 2-2x)\) and \((x + 2-1x)\) can be obtained from the shift and add unit. Then by using the 3 multiplexers, precisely using two 8:1 and
one 4:1 (for the last two bits of the filter coefficients), the intermediate sums shown inside the brackets of (16) can be obtained.

Fig. 2: Architecture of PE for CSM

The final shifter unit will perform the shift operations $2^{-1}$, $2^{-3}$ and $2^{-6}$. Since these shifts are always constant, programmable shifters are not required. The final adder unit will add all the intermediate sums to obtain $h \times x$. The CSM architecture for the 16-bit filter coefficient is shown in Fig. 2.

The steps involved in CSM are as follows:

Step 1: Get the input $x$.
Step 2: Get the coefficients from the LUT and use as the select signal for the multiplexers.
Step 3: Perform the final shifting function on the output of the multiplexer.
Step 4: Perform the addition of intermediate sums using the final adder unit.
Step 5: Store the final result, $h \times x$, in the delay unit “D”.
Step 6: Go to step 2 if the coefficients in the LUT are not finished, else go to 1.

The three most significant bits of the coefficient will be given as the select signal to the Mux1, the next 3-bits to Mux2 and so on till the least significant bits to the last multiplexer.

3.2. The Reconfigurable PSM Architecture for Low Complexity

The PSM approach is based on the common subexpression elimination algorithm presented. Unlike the CSM method where constant shifts are used, the PSM employs programmable shifters. The advantage of PSM over CSM is that the former architecture always ensures the minimum number of additions and thus minimum power consumption. This is because PSM has a pre analysis part. The filter coefficients are analyzed using the CSE algorithm [7]. Thus the redundant computations (additions) are eliminated and the resulting coefficients in a coded format are stored in the LUT. The coding can be explained as given below. Consider the coefficient $h = [1010011001010011]$ (17) By using the CSE, substituting $2 = [1 1]$, $3 = [1 0 1]$, (16) becomes $h = [3000020003000020]$ (18) Then (12) will be stored in the LUT as $[[1, 3], [6, 2], [10, 3], [15, 2]]$ which can be represented as $\{x, y\}$, where $x$ represents the shift value and the $y$ represents the BCS (7) to (10). The LUT contains the data in the form $\{x, y\}$. Since $x$ can have 8 possible combinations (from [000] to [111]), it requires 3 bits, and $y$ can have values from [0001] to [1111] for a 16-bit coefficient and hence requires 4 bits. (It must be noted that $2^{-1}$ is being applied always after final addition (17) and hence $2^{-16}$ will not occur). Thus for storing $\{x, y\}$ 7 bits are required. The shift and add unit is identical for both PSM and CSM. The number of multiplexer units required can be obtained from the filter coefficients after the application of greedy CSE. The number of multiplexers will be corresponding to the coefficient that has the maximum number of operands. The architecture for the PSM method with programmable shifts (PS) is shown in Fig. 3.
The steps involved in PSM are as follows:

Step 1: Obtain the BCSs from filter coefficients using CSE algorithm.
Step 2: Store the resultant coefficients in the prescribed format as in (18) in the LUT.
Step 3: Get the input x.
Step 4: Get the coefficients from the LUT and use as the select signal for the multiplexers and the programmable shifters.
Step 5: Perform the final shifting function on the output of the multiplexer using PS. Fig. 3 PSM architecture for 16bit coefficient.
Step 6: Perform the addition of intermediate sums using the final adder unit.
Step 7: Store the final result, $h^\ast x$, in the delay unit $D^\ast$.
Step 8: Go to step 4 if the coefficients in the LUT are not finished, else go to 3

The main advantage of reducing the precision is that some of the adders in the PSM architecture will be unloaded resulting in zero dynamic power. To the best of our knowledge, the PSM architecture is the first approach toward programmable coefficient word length FIR filter architecture. This means that the coefficient word length of the proposed PSM architecture can be changed dynamically without any change in hardware.

4. The proposed Programmable Shift Method Architecture.

Here we are going to propose a two new modified architectures named as programmable shift method architecture without complementer and the Pipelined programmable shift method architectures. If the filter coefficients stored in LUT are only the positive value means the complementer is not necessary. In the above Programmable shift method architecture removal of complementer would not affect the output value of PSM for positive filter coefficients. Due to removal of complementer in the above PSM architecture mentioned in Fig 3 we can reduce the mux7. This modified PSM architecture offers a efficient power reduction and area compared to normal PSM architecture for positive coefficients.

4.1. The modified PSM architecture for positive coefficients.

In the above PSM architecture mentioned in fig 3 the output of the mux6 is forwarded to mux7 and the complementer. If the output of the mux6 is having negative coefficients the complementer is used to complement the output which means the function of the complementer is used invert the values of negative coefficients. Here the complemented values are multiplied with the original output with the help of mux7 and the final output is taken from mux7. When the output of mux6 occurs the positive value the complement of output is not necessary. But the PSM architecture mentioned in fig 3 is offering the same steps for both positive and negative coefficients. But for the positive coefficients the complementer and the mux7 are represented in the fig 3 is not necessary. So in fig 3 we removed the complementer and mux7 to provide efficient power and area management for positive coefficients. The new modified architecture is represented in fig 4

![Fig 4: The PSM architecture for positive coefficients](image)

4.2. The Proposed Pipelined Programmable Shift Method Architecture

The PSM architecture offers a good area and power reduction compare to all other reconfigurable Fir filter architecture as well as CSM. But the delay is little bit high compare to the Constant shift method architecture. In the PSM the programmable shifters are used to do the shift operations this shifters are the major factor for the delay. To overcome this delay we are going to propose a new modified PSM architecture named as pipelined Programmable shift method architecture. To reduce the sampling period or delay, we can introduce extra pipelining registers between the PS and multipliers. Then the structure of PSM is partitioned into two stages and the data produced in the first stage will be stored in the introduced registers, delaying one clock to the second stage.
the basic PSM architecture represented in fig 3 we are going to introduce the pipelining between the programmable shifters and multipliers. The output of the multipliers is stored in the pipelining registers to produce one extra delay to the PS to reduce the critical path. The first portion of the architecture known as input, LUT and multipliers are used to multiply the inputs and the filter coefficients. The intermediate output is stored in the pipelining registers; here the registers are act as like cache memory.

The second portion of the architecture is known as the programmable shifters and the final adder unit. In the basic PSM architecture represented in the figure3, the programmable shifters are directly connected with muxes. The each output of the mux is waiting for the programmable shifters to finish its operation. The multipliers does not provide any outputs until the shifting operation is done for the past samples. Due to this operation of mux and the programmable shifters the sampling period or delay is high. But in the proposed pipelining architecture the output of the mux is stored in the temporary pipelining registers. The PS receiving the input from this temporary register and the muxes are provides the outputs for each and every clock. The pipelining registers are introducing one delay between the PS and multipliers to reduce the delay and the critical path.

5. Results and Comparison

In this section, the synthesis results of the CSM, PSM and modified PSM for positive filter coefficients and the pipelined PSM architectures are presented and parameters like area, power and delay are compared. The comparison table states the architecture which has low power, less area and minimum delay. The Xilinx 12.3i ISE used for synthesizing purposes. Table shows the synthesis results of CSM and PSM 16-tap FIR filter that has a coefficient word length of 16 bits.

Table 1: The Power Comparison of the Synthesis Results between the Existing and Proposed Method.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Existing Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (mW)</td>
<td>CSM</td>
<td>PSM</td>
</tr>
<tr>
<td>158</td>
<td>81</td>
<td>79</td>
</tr>
</tbody>
</table>

Graph 1: Power Comparison

Power comparison between the existing and proposed method is represented in table 1. The PSM without complementer is offering a good power compare to all other architectures. The CSM consumes more power and the proposed method Pipelined PSM consumes little bit extra power compare to the existing one.

Table 2: The Number of Gate Count Comparison of the Synthesis Results between the Existing And Proposed Method.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Existing Method</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number Of Gate Count</td>
<td>CSM</td>
<td>PSM</td>
</tr>
<tr>
<td>1525</td>
<td>1504</td>
<td>1501</td>
</tr>
</tbody>
</table>
6. Conclusion

The proposed two new approaches are CSM and PSM, for implementing reconfigurable higher order filters with low complexity. The CSM architecture results in high speed filters and PSM architecture results in low area and thus low power filter implementations. The PSM also provides the flexibility of changing the filter coefficient wordlengths dynamically. But here the proposed pipelining PSM architecture results in low area and less power filter implements over the CSM and its results a very less delay slightly higher than CSM. The proposed PSM architecture without completer results a very less power and low area over the PSM. Finally the proposed pipelined PSM resulting a low area, less power and high speed FIR filter implementations.

References:


